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#### Abstract

The generalized Bernstein basis in the space $\Pi_{n}$ of polynomials of degree at most $n$, being an extension of the $q$-Bernstein basis introduced by Philips [Bernstein polynomials based on the $q$-integers, Ann. Numer. Math. 4 (1997) 511-518], is given by the formula [S. Lewanowicz, P. Woźny, Generalized Bernstein polynomials, BIT Numer. Math. 44 (2004) 63-78] $$
B_{i}^{n}(x ; \omega \mid q):=\frac{1}{(\omega ; q)_{n}}\left[\begin{array}{c} n \\ i \end{array}\right]_{q} x^{i}\left(\omega x^{-1} ; q\right)_{i}(x ; q)_{n-i} \quad(i=0,1, \ldots, n) .
$$

We give explicitly the dual basis functions $D_{k}^{n}(x ; a, b, \omega \mid q)$ for the polynomials $B_{i}^{n}(x ; \omega \mid q)$, in terms of big $q$-Jacobi polynomials $P_{k}(x ; a, b, \omega / q ; q), a$ and $b$ being parameters; the connection coefficients are evaluations of the $q$-Hahn polynomials. An inverse formula-relating big $q$-Jacobi, dual generalized Bernstein, and dual $q$-Hahn polynomials-is also given. Further, an alternative formula is given, representing the dual polynomial $D_{j}^{n}(0 \leqslant j \leqslant n)$ as a linear combination of $\min (j, n-j)+1$ big $q$-Jacobi polynomials with shifted parameters and argument. Finally, we give a recurrence relation satisfied by $D_{k}^{n}$, as well as an identity which may be seen as an analogue of the extended Marsden's identity [R.N. Goldman, Dual polynomial bases, J. Approx. Theory 79 (1994) 311-346]. © 2005 Elsevier Inc. All rights reserved. Keywords: Generalized Bernstein basis; $q$-Bernstein basis; Bernstein basis; Discrete Bernstein basis; Dual basis; Big $q$-Jacobi polynomials; Little $q$-Jacobi polynomials; Shifted Jacobi polynomials
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## 1. Introduction

The generalized Bernstein basis polynomials of degree $n(n \in \mathbb{N})$ are defined by [16]

$$
B_{i}^{n}(x ; \omega \mid q):=\frac{1}{(\omega ; q)_{n}}\left[\begin{array}{l}
n \\
i
\end{array}\right]_{q} x^{i}\left(\omega x^{-1} ; q\right)_{i}(x ; q)_{n-i} \quad(i=0,1, \ldots, n)
$$

where $q$ and $\omega$ are real parameters such that $q \neq 1$, and $\omega \neq 1, q^{-1}, \ldots, q^{1-n}$. Here we use the $q$-Pochhammer symbol defined for any $c \in \mathbb{C}$ by

$$
(c ; q)_{0}:=1, \quad(c ; q)_{k}:=\prod_{j=0}^{k-1}\left(1-c q^{j}\right) \quad(k \geqslant 1)
$$

and the $q$-binomial coefficient given by

$$
\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q}:=\frac{(q ; q)_{n}}{(q ; q)_{i}(q ; q)_{n-i}}
$$

For convenience we shall always assume that $q \in(0,1)$. It should be stressed that the polynomials $B_{i}^{n}(x ; \omega \mid q)$ are obtained as an extension of the $q$-Bernstein basis polynomials

$$
b_{i}^{n}(x ; q)=\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} x^{i}(x ; q)_{n-i} \quad(0 \leqslant i \leqslant n),
$$

introduced by Phillips [20] (see also [18,19]). Notice that the classical Bernstein basis polynomials (see, e.g., [3, p. 66]),

$$
B_{i}^{n}(x)=\binom{n}{i} x^{i}(1-x)^{n-i} \quad(0 \leqslant i \leqslant n)
$$

as well the discrete Bernstein basis polynomials [22,23],

$$
b_{i}^{n}(N, x)=\frac{1}{(-N)_{n}}\binom{n}{i}(-x)_{i}(x-N)_{n-i} \quad(0 \leqslant i \leqslant n \leqslant N ; N \in \mathbb{N}) \text {, }
$$

are also limiting forms of the polynomials $B_{i}^{n}(x ; \omega \mid q)$; see (3.1)-(3.3), below. Here $(c)_{k}$ is the Pochhammer symbol, defined for any $c \in \mathbb{C}$ by

$$
(c)_{0}:=1, \quad(c)_{k}:=c(c+1) \cdots(c+k-1) \quad(k \geqslant 1)
$$

We define the generalized Bézier curve as the parametric curve

$$
P_{n}^{\omega, q}(t)=\sum_{i=0}^{n} W_{i} B_{i}^{n}(u ; \omega \mid q) \quad(u=\omega+(1-\omega) t ; 0 \leqslant t \leqslant 1),
$$

where $W_{i} \in \mathbb{R}^{d}(1 \leqslant d \leqslant 3, i=0,1, \ldots, n)$ are given points. This representation, being an extension of previously defined Bézier curve [6, Chapter 4] and $q$-Bézier curve [18], is advantageous for computations, on account of its shape-preserving property, and the numerical stability of the related de Casteljau algorithm for curve evaluation (see [16]).

In computer-aided geometric design it is often necessary to obtain polynomial approximations to more complicated functions in the Bernstein basis representation. In case of the least-squares
approximation, the question of transformations between Bernstein and orthogonal bases arises in a natural way (see, e.g., $[8,11,23]$ ). Now, let us introduce the inner product $\langle\cdot, \cdot\rangle_{b q J}$ in the space $\Pi_{n}$ of polynomials of degree $\leqslant n$ by

$$
\langle f, g\rangle_{b q J}:=\int_{\omega}^{a q} \frac{(x / a, q x / \omega ; q)_{\infty}}{(x, b q x / \omega ; q)_{\infty}} f(x) g(x) d_{q} x \quad(0<a q, b q<1, \omega<0)
$$

$a$ and $b$ being parameters. Notice that big q-Jacobi polynomials $P_{k}(x) \equiv P_{k}(x ; a, b, \omega / q ; q)$ (see (3.4)) form a set of orthogonal polynomials with respect to that inner product (see, e.g., [13, § 3.5]). The notation used is explained in the final part of this section. Associated with the basis $B_{i}^{n}(x ; \omega \mid q)$, there is a unique dual basis

$$
D_{0}^{n}(x ; a, b, \omega \mid q), D_{1}^{n}(x ; a, b, \omega \mid q), \ldots, D_{n}^{n}(x ; a, b, \omega \mid q) \in \Pi_{n}
$$

defined so that

$$
\left\langle D_{i}^{n}, B_{j}^{n}\right\rangle_{b q J}=\delta_{i j} \quad(i, j=0,1, \ldots, n)
$$

Obviously, any polynomial $p \in \Pi_{n}$ can be written in the form

$$
p=\sum_{k=0}^{n}\left\langle p, D_{k}^{n}\right\rangle_{b q J} B_{k}^{n}
$$

However, little is known about the dual Bernstein bases; only in the classical Bernstein case, we have a recurrence relation given by Ciesielski [5], and a representation in terms of Bernstein basis polynomials obtained by Jüttler [11].

In this paper, we express explicitly the dual basis $D_{k}^{n}$ in terms of big $q$-Jacobi polynomial basis $P_{k}$; the connection coefficients are evaluations of another orthogonal polynomials, namely $q$ Hahn polynomials. Hence, the polynomials $D_{k}^{n}$ may be efficiently evaluated using the Clenshaw's algorithm (see, e.g., [25, § 10.2]) with a cost depending linearly on $n$. An inverse formula-relating $\operatorname{big} q$-Jacobi, dual generalized Bernstein, and dual $q$-Hahn polynomials-is also given. Further, an alternative formula is given, representing the dual polynomial $D_{j}^{n}(0 \leqslant j \leqslant n)$ as a "short" linear combination of $\min (j, n-j)+1$ big $q$-Jacobi polynomials with shifted parameters and argument. Finally, we give a recurrence relation satisfied by $D_{k}^{n}$, as well as an identity which may be seen as an analogue of the extended Marsden's identity [10].

In Section 2, we give some general results on dual bases. Section 3 contains the above-mentioned results for the most general case, i.e. dual basis for generalized Bernstein basis. For the reader's convenience, in Sections 4 and 5, we discuss separately dual bases for $q$-Bernstein and classical Bernstein polynomial bases. In Section 6, we give some examples of possible applications of the presented results, in particular-the recurrence relation given for the dual Bernstein basis, to obtain a least-squares polynomial approximation with a prescribed accuracy.

We end this section with a list of notation and terminology used in the paper. For more details the reader is referred to the monographs [1] by G. Andrews, R. Askey and R. Roy, or [9] by G. Gasper and M. Rahman, or the report [13] by R. Koekoek and R. Swarttouw. The q-integral is defined by

$$
\int_{a}^{b} f(x) d_{q} x:=\int_{0}^{b} f(x) d_{q} x-\int_{0}^{a} f(x) d_{q} x
$$

where

$$
\int_{0}^{a} f(x) d_{q} x:=a(1-q) \sum_{k=0}^{\infty} f\left(a q^{k}\right) q^{k}
$$

Extending the meaning of the $q$-Pochhammer symbol, put

$$
(x ; q)_{\infty}:=\prod_{j=0}^{\infty}\left(1-q^{j} x\right)
$$

In the sequel, we make use of the convention

$$
\left(c_{1}, c_{2}, \ldots, c_{k}\right)_{n}:=\prod_{j=1}^{k}\left(c_{j}\right)_{n}, \quad\left(c_{1}, c_{2}, \ldots, c_{k} ; q\right)_{n}:=\prod_{j=1}^{k}\left(c_{j} ; q\right)_{n}
$$

For $c \in \mathbb{C}$, we define the $q$-number $[c]_{q}$ by

$$
[c]_{q}:=\frac{q^{c}-1}{q-1} .
$$

The generalized hypergeometric series is defined by (see, e.g., [1, § 2.1])

$$
{ }_{r} F_{s}\left(\left.\begin{array}{l}
a_{1}, \ldots, a_{r} \\
b_{1}, \ldots, b_{s}
\end{array} \right\rvert\, z\right):=\sum_{k=0}^{\infty} \frac{\left(a_{1}, \ldots, a_{r}\right)_{k}}{\left(1, b_{1}, \ldots, b_{s}\right)_{k}} z^{k}
$$

while the basic hypergeometric series is defined by (see, e.g., [1, § 10.9])

$$
{ }_{r} \phi_{s}\left(\left.\begin{array}{l}
a_{1}, \ldots, a_{r} \\
b_{1}, \ldots, b_{s}
\end{array} \right\rvert\, q ; z\right):=\sum_{k=0}^{\infty} \frac{\left(a_{1}, \ldots, a_{r} ; q\right)_{k}}{\left(q, b_{1}, \ldots, b_{s} ; q\right)_{k}}\left((-1)^{k} q^{\binom{k}{2}}\right)^{1+s-r} z^{k}
$$

where $r, s \in \mathbb{Z}_{+}$and $a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s}, z \in \mathbb{C}$.

## 2. General results on dual polynomial bases

### 2.1. Orthogonal basis and duality

Let $\Pi_{n}$ denote the linear space of all polynomials of degree $\leqslant n$. Let $\left\{P_{k}\right\}$ be a sequence of orthogonal polynomials with respect to a given inner product $\langle\cdot, \cdot\rangle$ in $\Pi_{n}$, i.e. $\operatorname{deg} P_{k}=k$ $(k=0,1, \ldots, n)$ and

$$
\left\langle P_{i}, P_{j}\right\rangle=h_{i} \delta_{i j} \quad\left(h_{i}>0 ; i, j=0,1, \ldots, n\right)
$$

Let $b_{0}, b_{1}, \ldots, b_{n}$ be a basis in $\Pi_{n}$. There exists a uniquely defined basis $d_{0}, d_{1}, \ldots, d_{n} \in \Pi_{n}$, called dual basis, such that

$$
\left\langle d_{i}, b_{j}\right\rangle=\delta_{i j} \quad(i, j=0,1, \ldots, n)
$$

Notice that any polynomial $w \in \Pi_{n}$ can be written in the form

$$
w=\sum_{k=0}^{n}\left\langle w, d_{k}\right\rangle b_{k} .
$$

Lemma 2.1. Let $\alpha_{i k}$ and $\beta_{j k}$ be the coefficients in

$$
\begin{equation*}
P_{k}=\sum_{i=0}^{n} \alpha_{k i} b_{i}, \quad b_{k}=\sum_{i=0}^{n} \beta_{k i} P_{i} \quad(0 \leqslant k \leqslant n) \tag{2.1}
\end{equation*}
$$

Then the dual basis satisfies

$$
\begin{equation*}
P_{i}=h_{i} \sum_{k=0}^{n} \beta_{k i} d_{k}, \quad d_{i}=\sum_{k=0}^{n} h_{k}^{-1} \alpha_{k i} P_{k} \quad(0 \leqslant i \leqslant n) . \tag{2.2}
\end{equation*}
$$

Proof. From Eq. (2.1), we deduce

$$
\begin{equation*}
\sum_{k=0}^{n} \alpha_{i k} \beta_{k j}=\delta_{i j}=\sum_{k=0}^{n} \alpha_{k i} \beta_{j k} \quad(i, j=0,1, \ldots, n) \tag{2.3}
\end{equation*}
$$

We have to determine coefficients $\mu_{i k}$ and $v_{i k}$ such that

$$
P_{j}=\sum_{k=0}^{n} \mu_{j k} d_{k}, \quad d_{i}=\sum_{k=0}^{n} v_{i k} P_{k}
$$

Using the first equations of (2.1) and (2.2), we obtain

$$
h_{j} \delta_{i j}=\left\langle P_{i}, P_{j}\right\rangle=\sum_{k=0}^{n} \alpha_{i k} \sum_{m=0}^{n} \mu_{j m}\left\langle b_{k}, d_{m}\right\rangle=\sum_{k=0}^{n} \alpha_{i k} \mu_{j k},
$$

which, in view of the first equality (2.3), means that $\mu_{j k}=h_{j} \beta_{k j}$.
Similarly, using the second equalities of (2.1), (2.2), and of (2.3), we find that $v_{i k}=$ $h_{k}^{-1} \alpha_{k i}$.

### 2.2. An identity

It is known (see, e.g., [1, p. 246]) that the Christoffel-Darboux kernel

$$
K_{n}(x, t):=\sum_{k=0}^{n} h_{k}^{-1} P_{k}(t) P_{k}(x)
$$

can be expressed as

$$
K_{n}(x, t)=\frac{x_{n}}{x_{n+1} h_{n}} \frac{P_{n+1}(x) P_{n}(t)-P_{n+1}(t) P_{n}(x)}{x-t}
$$

where $\chi_{m}$ is the leading coefficient of the polynomial $P_{m}(m=0,1, \ldots)$.
Lemma 2.2. The following identity holds:

$$
\begin{equation*}
\sum_{i=0}^{n} b_{i}(x) d_{i}(t)=K_{n}(x, t) \tag{2.4}
\end{equation*}
$$

Proof. Making use of the second equations of (2.2), (2.1) and (2.3), we obtain

$$
\begin{aligned}
\sum_{i=0}^{n} d_{i}(t) b_{i}(x) & =\sum_{i=0}^{n}\left(\sum_{k=0}^{n} h_{k}^{-1} \alpha_{k i} P_{k}(t)\right)\left(\sum_{l=0}^{n} \beta_{i l} P_{l}(x)\right) \\
& =\sum_{k=0}^{n} h_{k}^{-1} P_{k}(t) \sum_{l=0}^{n} P_{l}(x) \sum_{i=0}^{n} \alpha_{k i} \beta_{i l}=\sum_{k=0}^{n} h_{k}^{-1} P_{k}(t) P_{k}(x)
\end{aligned}
$$

Eq. (2.4) may be considered as an analogue of the extended Marsden's identity in an alternative theory of dual polynomial bases discussed in [10].

### 2.3. Representation of polynomials

Let $w$ be a polynomial of degree $n$. Assume that the coefficients $a_{k}$ in

$$
w(x)=\sum_{k=0}^{n} a_{k} P_{k}(x)
$$

are known. In some applications (see, e.g., [7,8]), there is a need to transform the above expansion to

$$
w(x)=\sum_{k=0}^{n} c_{k} b_{k}(x)
$$

Now, it is easy to observe that

$$
\begin{equation*}
c_{k}=\sum_{i=0}^{n} \alpha_{i k} a_{i} \quad(k=0,1, \ldots, n), \tag{2.5}
\end{equation*}
$$

and that the inverse transformation is given by

$$
a_{k}=\sum_{j=0}^{n} \beta_{j k} c_{j} \quad(k=0,1, \ldots, n)
$$

## 3. Dual generalized Bernstein basis

### 3.1. Generalized Bernstein basis

In [16], we have introduced the generalized Bernstein basis polynomials of degree $n(n \in \mathbb{N})$ by

$$
B_{i}^{n}(x ; \omega \mid q):=\frac{1}{(\omega ; q)_{n}}\left[\begin{array}{l}
n \\
i
\end{array}\right]_{q} x^{i}\left(\omega x^{-1} ; q\right)_{i}(x ; q)_{n-i} \quad(0 \leqslant i \leqslant n),
$$

where $q$ and $\omega$ are real parameters such that $q \neq 1$, and $\omega \neq 1, q^{-1}, \ldots, q^{1-n}$. Notice that the classical Bernstein basis polynomials (see, e.g., [3, p. 66])

$$
B_{i}^{n}(x)=\binom{n}{i} x^{i}(1-x)^{n-i} \quad(0 \leqslant i \leqslant n),
$$

the discrete Bernstein basis polynomials $[22,23]$

$$
b_{i}^{n}(N, x)=\frac{1}{(-N)_{n}}\binom{n}{i}(-x)_{i}(x-N)_{n-i} \quad(0 \leqslant i \leqslant n \leqslant N ; N \in \mathbb{N}) \text {, }
$$

as well as the $q$-Bernstein basis polynomials

$$
b_{i}^{n}(x ; q)=\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} x^{i}(x ; q)_{n-i} \quad(0 \leqslant i \leqslant n),
$$

recently introduced by Phillips (see [18-20]), are limiting forms of the polynomials $B_{i}^{n}(x ; \omega \mid q)$. Namely, we have

$$
\begin{align*}
\lim _{q \uparrow 1} B_{i}^{n}(x ; \omega \mid q) & =B_{i}^{n}\left(\frac{x-\omega}{1-\omega}\right),  \tag{3.1}\\
\lim _{q \uparrow 1} B_{i}^{n}\left(q^{-x} ; q^{-N} \mid q\right) & =b_{n-i}^{n}(N, x),  \tag{3.2}\\
B_{i}^{n}(x ; 0 \mid q) & =b_{i}^{n}(x ; q) . \tag{3.3}
\end{align*}
$$

Introduce the inner product in the space $\Pi_{n}$ of polynomials of degree $\leqslant n$ by

$$
\langle f, g\rangle_{b q J}:=\int_{\omega}^{a q} \frac{(x / a, q x / \omega ; q)_{\infty}}{(x, b q x / \omega)_{\infty}} f(x) g(x) d_{q} x
$$

$a$ and $b$ being parameters, $0<a q, b q<1, \omega<0$. Notice that big $q$-Jacobi polynomials (see, e.g., [13, § 3.5])

$$
P_{k}(x) \equiv P_{k}(x ; a, b, \omega / q ; q):={ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-k}, a b q^{k+1}, x  \tag{3.4}\\
a q, \omega
\end{array} \right\rvert\, q ; q\right)
$$

form a set of orthogonal polynomials with respect to that inner product, i.e.,

$$
\begin{equation*}
\left\langle P_{k}, P_{l}\right\rangle_{b q J}=h_{k} \delta_{k l}, \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{k}:=M \frac{(1-\sigma)}{\left(1-\sigma q^{2 k}\right)} \frac{(q, b q, \sigma q / \omega ; q)_{k}}{(a q, \sigma, \omega ; q)_{k}}(-a \omega q)^{k} q^{\binom{k}{2}}, \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
M:=a q(1-q) \frac{\left(q, \sigma q, \omega /(a q), a q^{2} / \omega ; q\right)_{\infty}}{(a q, b q, \omega, \sigma q / \omega ; q)_{\infty}}, \quad \sigma:=a b q . \tag{3.7}
\end{equation*}
$$

Obviously, $P_{0}, P_{1}, \ldots, P_{n}$ also form a basis in $\Pi_{n}$. In [16], we obtained the following results. Recall that the $q$-Hahn polynomials are given by (see, e.g., [9, Eq. (7.3.21)], or [13, § 3.6])

$$
Q_{k}\left(q^{-x} ; a, b, N \mid q\right):={ }_{3} \phi_{2}\left(\begin{array}{c}
q^{-k}, a b q^{k+1}, q^{-x}  \tag{3.8}\\
a q, q^{-N}
\end{array} q ; q\right),
$$

while the dual $q$-Hahn polynomials are defined by [13, § 3.7]

$$
R_{k}(\mu(x) ; \gamma, \delta, N \mid q):={ }_{3} \phi_{2}\left(\begin{array}{c|c}
q^{-k}, q^{-x}, \gamma \delta q^{x+1} & q ; q  \tag{3.9}\\
\gamma q, q^{-N} &
\end{array}\right),
$$

where $0 \leqslant k \leqslant N, N \in \mathbb{N}$, and $\mu(x):=q^{-x}+\gamma \delta q^{x+1}$. Generalized Bernstein basis polynomials have the following representation in terms of big $q$-Jacobi polynomial basis [16]:

$$
\begin{align*}
B_{n-i}^{n}(x ; \omega \mid q)= & q^{\binom{i}{2}}(a q)^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} \frac{(b q ; q)_{n}}{(\sigma q ; q)_{n}}\left(-\sigma q^{n}\right)^{-i} \frac{(a q ; q)_{i}}{\left(b^{-1} q^{-n} ; q\right)_{i}} \\
& \times \sum_{j=0}^{n} q^{-\binom{+1}{2}}\left(-\frac{q^{n}}{a}\right)^{j} \frac{1-\sigma q^{2 j}}{1-\sigma} \frac{\left(a q, \sigma, q^{-n} ; q\right)_{j}}{\left(q, b q, \sigma q^{n+1} ; q\right)_{j}} \\
& \times Q_{j}\left(q^{-i} ; a, b, n \mid q\right) P_{j}(x ; a, b, \omega / q ; q), \tag{3.10}
\end{align*}
$$

where $0 \leqslant i \leqslant n$. Conversely, big $q$-Jacobi polynomials have the following representation in terms of generalized Bernstein basis [16]:

$$
\begin{equation*}
P_{i}(x ; a, b, \omega / q ; q)=\sum_{j=0}^{n} R_{n-j}(\mu(i) ; a, b, n \mid q) B_{j}^{n}(x ; \omega \mid q), \tag{3.11}
\end{equation*}
$$

where $\mu(i):=q^{-i}+\sigma q^{i}, 0 \leqslant i \leqslant n$. In particular, we have

$$
\begin{equation*}
P_{n}(x ; a, b, \omega / q ; q)=\sum_{j=0}^{n} \frac{\left(q^{-n} / b ; q\right)_{j}}{(a q ; q)_{j}}\left(\sigma q^{n}\right)^{j} B_{n-j}^{n}(x ; \omega \mid q) \tag{3.12}
\end{equation*}
$$

### 3.2. Dual generalized Bernstein basis polynomials

Associated with the generalized Bernstein basis, there is a unique dual basis

$$
D_{0}^{n}(x ; a, b, \omega \mid q), D_{1}^{n}(x ; a, b, \omega \mid q), \ldots, D_{n}^{n}(x ; a, b, \omega \mid q) \in \Pi_{n}
$$

defined so that

$$
\left\langle D_{i}^{n}, B_{j}^{n}\right\rangle_{b q J}=\delta_{i j} \quad(i, j=0,1, \ldots, n)
$$

We give a number of properties of the polynomials $D_{i}^{n}(x ; a, b, \omega \mid q)$.

### 3.2.1. Recurrence relation

Theorem 3.1. The following recurrence relation holds:

$$
\begin{align*}
D_{i}^{n+1}(x ; a, b, \omega \mid q)= & \gamma_{i}^{n} D_{i}^{n}(x ; a, b, \omega \mid q)+\left(1-\gamma_{i}^{n}\right) D_{i-1}^{n}(x ; a, b, \omega \mid q) \\
& +\vartheta_{i}^{n} P_{n+1}(x ; a, b, \omega / q ; q), \tag{3.13}
\end{align*}
$$

where $0 \leqslant i \leqslant n+1, D_{-1}^{n}(x ; a, b, \omega \mid q)=D_{n+1}^{n}(x ; a, b, \omega \mid q)=0$, and

$$
\begin{align*}
\gamma_{i}^{n} & :=\frac{[n-i+1]_{q}}{[n+1]_{q}},  \tag{3.14}\\
\vartheta_{i}^{n} & :=h_{n+1}^{-1} \frac{\left(q^{-n-1} / b ; q\right)_{n+1-i}}{(a q ; q)_{n+1-i}}\left(\sigma q^{n+1}\right)^{n+1-i} . \tag{3.15}
\end{align*}
$$

Proof. Argument used in the proof is fully analogous to the one used in [5] to prove similar result for the (classical) dual Bernstein basis polynomials, associated with the Legendre inner product (in this connection, see Theorem 5.1). Given a polynomial $p \in \Pi_{n}$, we have

$$
\begin{equation*}
p=\sum_{i=0}^{n}\left\langle p, D_{i}^{n}\right\rangle_{b q J} B_{i}^{n} \tag{3.16}
\end{equation*}
$$

Using the identity [16]

$$
B_{i}^{n}=\gamma_{i}^{n} B_{i}^{n+1}+\left(1-\gamma_{i+1}^{n}\right) B_{i+1}^{n+1},
$$

where the notation used is that of (3.14), we obtain

$$
p=\sum_{i=0}^{n+1}\left\langle p, \gamma_{i}^{n} D_{i}^{n}+\left(1-\gamma_{i}^{n}\right) D_{i-1}^{n}\right\rangle_{b q J} B_{i}^{n+1} .
$$

Comparing this result with a representation of $p$ as a linear combination of $B_{0}^{n+1}, B_{1}^{n+1}, \ldots$, $B_{n+1}^{n+1}$, similar to (3.16), we obtain

$$
\left\langle p, D_{i}^{n+1}\right\rangle_{b q J}=\left\langle p, \gamma_{i}^{n} D_{i}^{n}+\left(1-\gamma_{i}^{n}\right) D_{i-1}^{n}\right\rangle_{b q J},
$$

thus the polynomial

$$
w:=D_{i}^{n+1}-\gamma_{i}^{n} D_{i}^{n}-\left(1-\gamma_{i}^{n}\right) D_{i-1}^{n} \in \Pi_{n+1}
$$

must have the form $w=\vartheta_{i}^{n} P_{n+1}$, where (cf. (3.12))

$$
\begin{aligned}
\vartheta_{i}^{n} h_{n+1} & =\left\langle w, P_{n+1}\right\rangle_{b q J}=\left\langle D_{i}^{n+1}, P_{n+1}\right\rangle_{b q J} \\
& =\sum_{j=0}^{n+1} \frac{\left(q^{-n-1} / b ; q\right)_{j}}{(a q ; q)_{j}}\left(\sigma q^{n+1}\right)^{j}\left\langle D_{i}^{n+1}, B_{n+1-j}^{n+1}\right\rangle_{b q J} \\
& =\frac{\left(q^{-n-1} / b ; q\right)_{n+1-i}}{(a q ; q)_{n+1-i}}\left(\sigma q^{n+1}\right)^{n+1-i} .
\end{aligned}
$$

Hence follows (3.13).

### 3.2.2. Expansions

Theorem 3.2. Big q-Jacobi polynomials have the following representation in terms of dual generalized Bernstein basis:

$$
\begin{align*}
P_{i}(x ; a, b, \omega / q ; q)= & M \frac{(b q ; q)_{n}}{(\sigma q ; q)_{n}} \frac{\left(q^{-n}, \sigma q / \omega ; q\right)_{i}}{\left(\sigma q^{n+1}, \omega ; q\right)_{i}} \omega^{i}\left(a q^{i+1}\right)^{n} \\
& \times \sum_{j=0}^{n} q^{\left(\frac{j}{2}\right)}\left[\begin{array}{c}
n \\
j
\end{array}\right]_{q} \frac{\left(-\sigma q^{n}\right)^{-j}(a q ; q)_{j}}{\left(b^{-1} q^{-n} ; q\right)_{j}} \\
& \times R_{j}(\mu(i) ; a, b, n \mid q) D_{n-j}^{n}(x ; a, b, \omega \mid q), \tag{3.17}
\end{align*}
$$

where $\mu(i):=q^{-i}+a b q^{i+1}, 0 \leqslant i \leqslant n$. Dual generalized Bernstein basis polynomials have the following representation in terms of big q-Jacobi polynomial basis:

$$
\begin{align*}
D_{j}^{n}(x ; a, b, \omega \mid q)= & M^{-1} \sum_{k=0}^{n} \frac{1-\sigma q^{2 k}}{1-\sigma} \frac{(a q, \sigma, \omega ; q)_{k}}{(q, b q, \sigma q / \omega ; q)_{k}}(-a \omega)^{-k} q^{-\binom{k+1}{2}} \\
& \times Q_{k}\left(q^{j-n} ; a, b, n \mid q\right) P_{k}(x ; a, b, \omega / q ; q) \tag{3.18}
\end{align*}
$$

where $0 \leqslant j \leqslant n$.
Proof. Use Lemma 2.1, (3.10) and (3.11), and the relation (see, e.g., [13, p. 77])

$$
\begin{equation*}
Q_{k}\left(q^{-x} ; a, b, N \mid q\right)=R_{x}(\mu(k) ; a, b, N \mid q) . \tag{3.19}
\end{equation*}
$$

Remark 3.3. By the identity [24]

$$
Q_{k}\left(q^{-x} ; A, B, N \mid q\right)=\frac{\left(q^{-k} / B ; q\right)_{k}}{(A q ; q)_{k}}\left(A B q^{k+1}\right)^{k} Q_{k}\left(q^{N-x} ; B^{-1}, A^{-1}, N \mid q^{-1}\right)
$$

Eq. (3.18) can be written as

$$
\begin{align*}
D_{j}^{n}(x ; a, b, \omega \mid q)= & M^{-1} \sum_{k=0}^{n} \frac{1-\sigma q^{2 k}}{1-\sigma} \frac{(\sigma, \omega ; q)_{k}}{\omega^{k}(q, \sigma q / \omega ; q)_{k}} \\
& \times Q_{k}\left(r^{-j} ; b^{-1}, a^{-1}, n \mid r\right) P_{k}(x ; a, b, \omega / q ; q) \tag{3.20}
\end{align*}
$$

where $r:=q^{-1}, 0 \leqslant j \leqslant n$.
In the next theorem, we give alternative formulas, representing the dual polynomial $D_{j}^{n}(x ; a$, $b, \omega \mid q)(0 \leqslant j \leqslant n)$ as a linear combination of certain $\min (j, n-j)+1$ big $q$-Jacobi polynomials with shifted parameters and argument.

Theorem 3.4. The following formulas hold for $j=0,1, \ldots, n$ :

$$
\begin{align*}
D_{j}^{n}(x ; a, b, \omega \mid q)= & A_{n} \frac{\left(q^{-n} / a ; q\right)_{j}}{(b q ; q)_{j}} \sum_{k=0}^{j}\left(b q^{j+1}\right)^{k} \frac{\left(q^{-j}, \omega q^{-n} / \sigma ; q\right)_{k}}{\left(\omega q, q^{-n} / a ; q\right)_{k}} \\
& \times P_{n-k}\left(x ; a, b q^{k+1}, \omega q^{k} ; q\right) ;  \tag{3.21}\\
D_{n-j}^{n}(x ; a, b, \omega \mid q)= & B_{n}\left(\sigma q^{n}\right)^{j} \frac{\left(q^{-n} / b ; q\right)_{j}}{(a q ; q)_{j}} \sum_{k=0}^{j}\left(\sigma q^{n+2}\right)^{k} \frac{\left(q^{-j}, \omega q^{-n} / \sigma ; q\right)_{k}}{\left(a q^{2}, \omega q ; q\right)_{k}} \\
& \times P_{n-k}\left(q^{k+1} x ; a q^{k+1}, b, \omega q^{k} ; q\right), \tag{3.22}
\end{align*}
$$

where

$$
\begin{equation*}
A_{n}:=\frac{(\sigma q, \omega q ; q)_{n}}{M \omega^{n}(q, \sigma q / \omega ; q)_{n}}, \quad B_{n}:=q^{-\binom{n+1}{2}} \frac{\left(a q^{2} ; q\right)_{n}}{(-a q)^{n}(b q ; q)_{n}} A_{n} . \tag{3.23}
\end{equation*}
$$

Proof. We will prove the formula (3.21). Given $j \in\{0,1, \ldots, n\}$, let us define for $m=0,1, \ldots, j$

$$
\begin{align*}
S_{m}(x):= & \sum_{k=0}^{n-m} \frac{\left(1-\sigma q^{2 k+m}\right)\left(\sigma q^{m}, \omega q^{m} ; q\right)_{k}}{\left(\omega q^{m}\right)^{k}\left(1-\sigma q^{m}\right)(q, \sigma q / \omega ; q)_{k}} q^{-\binom{k+1}{2}-2 m k} \\
& \times Q_{k, m} P_{k}\left(x ; a, b q^{m}, \omega q^{m-1} ; q\right) \tag{3.24}
\end{align*}
$$

with

$$
Q_{k, m}:=Q_{k}\left(r^{m-j} ; r^{m} / b, 1 / a, n-m \mid r\right), \quad r:=q^{-1}
$$

Notice that by (3.20) we have

$$
\begin{equation*}
D_{j}^{n}(x ; a, b, \omega \mid q)=M^{-1} S_{0}(x) \tag{3.25}
\end{equation*}
$$

We will show that (3.24) satisfies the following recurrence:

$$
\begin{equation*}
S_{m}(x)=f_{m}(x)+q^{j-n-1} \frac{\left(1-q^{m-j}\right)\left(1-\sigma q^{m+1}\right)}{a\left(1-b q^{m+1}\right)\left(1-q^{m-n}\right)} S_{m+1}(x) \tag{3.26}
\end{equation*}
$$

for $0 \leqslant m \leqslant j$, with the "end" value $S_{j+1}(x):=0$. Here

$$
\begin{align*}
f_{m}(x):= & \frac{\left(\omega q^{m}\right)^{m-n}(\sigma q, \omega q ; q)_{n}\left(q^{-n} / a ; q\right)_{j}(b q ; q)_{m}}{(q, \sigma q / \omega ; q)_{n-m}(\sigma q, \omega q ; q)_{m}\left(b q, q^{-n} / a ; q\right)_{j}} \\
& \times P_{n-m}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) . \tag{3.27}
\end{align*}
$$

We shall need the identity

$$
\begin{align*}
(1- & \left.A B q^{2 k+1}\right)(1-C q) P_{k}(x ; A, B, C ; q) \\
= & \left(1-A B q^{k+1}\right)\left(1-C q^{k+1}\right) P_{k}(x ; A, B q, C q ; q) \\
& -C q\left(1-q^{k}\right)\left(1-A B q^{k} / C\right) P_{k-1}(x ; A, B q, C q ; q), \tag{3.28}
\end{align*}
$$

which can be verified by substituting

$$
P_{k}(x ; A, B, C ; q)=(-C)^{k} q^{\binom{k+1}{2}} \frac{(A B q / C ; q)_{k}}{(C q ; q)_{k}}{ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-k}, A B q^{k+1}, A q / x \\
A q, A B q / C
\end{array} \right\rvert\, q ; \frac{x}{C}\right) ;
$$

the last equation can be obtained by applying the transformation [9, Eq. (3.2.2)] to the standard form

$$
P_{k}(x ; A, B, C ; q)={ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-k}, A B q^{k+1}, x \\
A q, C q
\end{array} \right\rvert\, q ; q\right) .
$$

Using (3.28) with $A=a, B=b q^{m}$ and $C=\omega q^{m-1}$ in (3.24), we get

$$
\begin{aligned}
S_{m}(x)= & \sum_{k=0}^{n-m} \frac{\left(\sigma q^{m+1}, \omega q^{m+1} ; q\right)_{k}}{\left(\omega q^{m}\right)^{k}(q, \sigma q / \omega ; q)_{k}} Q_{k, m} P_{k}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) \\
& -\sum_{k=1}^{n-m} \frac{\left(\sigma q^{m+1}, \omega q^{m+1} ; q\right)_{k-1}}{\left(\omega q^{m}\right)^{k-1}(q, \sigma q / \omega ; q)_{k-1}} Q_{k, m} P_{k-1}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) \\
= & f_{m}(x)+\sum_{k=0}^{n-m-1} \frac{\left(\sigma q^{m+1}, \omega q^{m+1} ; q\right)_{k}}{\left(\omega q^{m}\right)^{k}(q, \sigma q / \omega ; q)_{k}} \\
& \times\left(Q_{k, m}-Q_{k+1, m}\right) P_{k}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) \\
= & f_{m}(x)+q^{j-n} \frac{1-q^{m-j}}{a\left(1-b q^{m+1}\right)\left(1-q^{m-n}\right)} \\
& \times \sum_{k=0}^{n-m-1} \frac{\left(1-\sigma q^{2 k+m+1}\right)\left(\sigma q^{m+1}, \omega q^{m+1} ; q\right)_{k}}{\left(\omega q^{m+1}\right)^{k}(q, \sigma q / \omega ; q)_{k}} \\
& \times Q_{k, m+1} P_{k}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) \\
= & f_{m}(x)+q^{j-n} \frac{\left(1-q^{m-j}\right)\left(1-\sigma q^{m+1}\right)}{a\left(1-b q^{m+1}\right)\left(1-q^{m-n}\right)} S_{m+1}(x),
\end{aligned}
$$

where

$$
\begin{equation*}
f_{m}(x):=\frac{\left(\sigma q^{m+1}, \omega q^{m+1} ; q\right)_{n-m}}{\left(\omega q^{m}\right)^{n-m}(q, \sigma q / \omega ; q)_{n-m}} Q_{n-m, m} P_{n-m}\left(x ; a, b q^{m+1}, \omega q^{m} ; q\right) . \tag{3.29}
\end{equation*}
$$

In the last but one leg we used the identity

$$
\begin{aligned}
& Q_{k}\left(q^{-t} ; \gamma, \delta, N \mid q\right)-Q_{k+1}\left(q^{-t} ; \gamma, \delta, N \mid q\right) \\
& \quad=\frac{\left(1-q^{-t}\right)\left(1-\gamma \delta q^{2 k+2}\right)}{q^{k}(1-\gamma q)\left(1-q^{-N}\right)} Q_{k}\left(q^{1-t} ; \gamma q, \delta, N-1 \mid q\right)
\end{aligned}
$$

which can be deduced from [13, Eq. (3.7.6)] by the duality principle (3.19). Using

$$
\begin{align*}
Q_{n-m, m} & =Q_{n-m}\left(r^{m-j}, \frac{r^{m}}{b}, \frac{1}{a}, n-m \mid r\right)={ }_{2} \phi_{1}\left(\left.\begin{array}{c}
r^{m-j}, r^{n+1} /(a b) \\
r^{m+1} / b
\end{array} \right\rvert\, r ; r\right) \\
& =\left(\frac{r^{n+1}}{a b}\right)^{j-m} \frac{\left(a r^{m-n} ; r\right)_{j-m}}{\left(r^{m+1} / b ; r\right)_{j-m}}=\frac{\left(q^{-n} / a ; q\right)_{j}(b q ; q)_{m}}{(b q ; q)_{j}\left(q^{-n} / a ; q\right)_{m}} \tag{3.30}
\end{align*}
$$

(see, e.g., [13, Eq. (0.5.9)]), we readily establish that $f_{m}(x)$ defined in (3.29) can be written in the form (3.27).

This concludes the proof of the recurrence (3.26). Thus,

$$
S_{0}(x)=\sum_{k=0}^{j} f_{k}(x) \prod_{m=0}^{k-1} q^{j-n} \frac{\left(1-q^{m-j}\right)\left(1-\sigma q^{m+1}\right)}{a\left(1-b q^{m+1}\right)\left(1-q^{m-n}\right)}
$$

Inserting (3.27), simplifying and remembering (3.25), we obtain (3.21).
The proof of (3.22), which we do not give here, goes along the same lines.

In particular, Theorem 3.4 implies the following formulas:

$$
\begin{aligned}
D_{0}^{n}(x ; a, b, \omega \mid q)= & A_{n} P_{n}(x ; a, b q, \omega ; q) \\
D_{1}^{n}(x ; a, b, \omega \mid q)= & A_{n} \frac{1-q^{-n} / a}{1-b q}\left[P_{n}(x ; a, b q, \omega ; q)\right. \\
& \left.+\frac{(1-q)\left(\sigma q^{n}-\omega\right)}{(1-\omega q)\left(1-a q^{n}\right)} P_{n-1}\left(x ; a, b q^{2}, \omega q ; q\right)\right] \\
D_{n-1}^{n}(x ; a, b, \omega \mid q)= & B_{n} a q \frac{1-b q^{n}}{a q-1}\left[P_{n}(q x ; a q, b, \omega ; q)\right. \\
& \left.+q \frac{(1-q)\left(\omega-\sigma q^{n}\right)}{\left(1-a q^{2}\right)(1-\omega q)} P_{n-1}\left(q^{2} x ; a q^{2}, b, \omega q ; q\right)\right] \\
D_{n}^{n}(x ; a, b, \omega \mid q)= & B_{n} P_{n}(q x ; a q, b, \omega ; q)
\end{aligned}
$$

where the notation used is that of (3.23).

### 3.2.3. An identity

Theorem 3.5. The following identity holds:

$$
\begin{equation*}
\sum_{i=0}^{n} B_{i}^{n}(x ; \omega \mid q) D_{i}^{n}(t ; a, b, \omega \mid q)=L_{n} \frac{P_{n+1}(x) P_{n}(t)-P_{n+1}(t) P_{n}(x)}{x-t} \tag{3.31}
\end{equation*}
$$

where

$$
L_{n}:=\frac{(-a \omega)^{-n} q^{-\binom{n+1}{2}}}{M(1-\sigma)\left(1-\sigma q^{2 n+1}\right)} \frac{(a q, \sigma, \omega ; q)_{n+1}}{(q, b q, \sigma q / \omega ; q)_{n}}
$$

and where we used the notation of (3.4) and (3.7).
Proof. The thesis follows by application of Lemma 2.2.

## 4. Dual $q$-Bernstein basis

## 4.1. q-Bernstein basis polynomials

The $q$-Bernstein basis polynomials of degree $n(n \in \mathbb{N})$,

$$
b_{i}^{n}(x ; q)=\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} x^{i}(x ; q)_{n-i} \quad(0 \leqslant i \leqslant n),
$$

are recently introduced by Phillips [20] (see also $[18,19]$ ). Remember that little q-Jacobi polynomials are given by

$$
p_{k}(x ; a, b \mid q):={ }_{2} \phi_{1}\left(\left.\begin{array}{c}
q^{-k}, a b q^{k+1} \\
a q
\end{array} \right\rvert\, q ; q x\right) \quad(k=0,1, \ldots)
$$

(see, e.g., [13, § 3.12]). Let us introduce the shifted little $q$-Jacobi polynomials by

$$
\begin{equation*}
p_{k}^{*}(x ; a, b \mid q):=p_{k}(x /(b q) ; a, b \mid q) \quad(0<a q<1, b q<1) \tag{4.1}
\end{equation*}
$$

Polynomials (4.1) are orthogonal with respect to the inner product

$$
\langle f, g\rangle_{l q J}:=\int_{0}^{1} x^{\alpha} \frac{(q x ; q)_{\infty}}{(b q x ; q)_{\infty}} f(b q x) g(b q x) d_{q} x
$$

where $a=q^{\alpha}, b=q^{\beta}, \alpha, \beta>-1$. More specifically,

$$
\begin{equation*}
\left\langle p_{k}^{*}, p_{l}^{*}\right\rangle_{l q J}=h_{k} \delta_{k l}, \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{k}:=C(a q)^{k} \frac{1-\sigma}{1-\sigma q^{2 k}} \frac{(q, b q ; q)_{k}}{(a q, \sigma ; q)_{k}} \quad(k \geqslant 0) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
C \equiv C(a, b):=(1-q) \frac{(q, \sigma q ; q)_{\infty}}{(a q, b q ; q)_{\infty}}, \quad \sigma:=a b q \tag{4.4}
\end{equation*}
$$

See, e.g., [13, § 3.12]. Notice that [13, § 3.5]

$$
\begin{equation*}
P_{k}(x ; b, a, 0 ; q)=(-b q)^{k} q^{\binom{k}{2}} \frac{(a q ; q)_{k}}{(b q ; q)_{k}} p_{k}^{*}(x ; a, b \mid q) \tag{4.5}
\end{equation*}
$$

Koornwinder [14] has shown that the orthogonality relation (4.2) is a limit case of (3.5) when $\omega \uparrow 0$.

Let us recall the following results [2]. $q$-Bernstein polynomials have the following representation in terms of the shifted little $q$-Jacobi polynomial basis:

$$
\begin{align*}
b_{n-i}^{n}(x ; q)= & \left.\left(-\sigma q^{n}\right)^{-i} q^{(i)}\right)(b q)^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} \frac{(a q ; q)_{n}}{(\sigma q ; q)_{n}} \frac{(b q ; q)_{i}}{\left(a^{-1} q^{-n} ; q\right)_{i}} \\
& \times \sum_{j=0}^{n} q^{n j} \frac{\left(1-\sigma q^{2 j}\right)\left(\sigma, q^{-n} ; q\right)_{j}}{(1-\sigma)\left(q, \sigma q^{n+1} ; q\right)_{j}} \\
& \times Q_{j}\left(q^{-i} ; b, a, n \mid q\right) p_{j}^{*}(x ; a, b \mid q), \tag{4.6}
\end{align*}
$$

where $0 \leqslant i \leqslant n$, and the notation used is that of (3.8). Shifted little $q$-Jacobi polynomials have the following representation in terms of $q$-Bernstein basis:

$$
\begin{equation*}
\left.p_{i}^{*}(x ; a, b \mid q)=(-b q)^{-i} q^{-\left({ }_{2}^{i}\right)}\right) \frac{(b q ; q)_{i}}{(a q ; q)_{i}} \sum_{j=0}^{n} R_{n-j}(\mu(i) ; b, a, n \mid q) b_{j}^{n}(x ; q), \tag{4.7}
\end{equation*}
$$

where $\mu(i):=q^{-i}+\sigma q^{i}, 0 \leqslant i \leqslant n$, and the notation used is that of (3.9).

### 4.2. Dual $q$-Bernstein basis polynomials

Dual $q$-Bernstein basis polynomials of nth degree,

$$
d_{0}^{n}(x ; a, b ; q), d_{1}^{n}(x ; a, b ; q), \ldots, d_{n}^{n}(x ; a, b ; q),
$$

are defined so that $\left\langle d_{i}^{n}, b_{j}^{n}\right\rangle_{l q J}=\delta_{i j}(i, j=0,1, \ldots, n)$, where $b_{j}^{n}=b_{j}^{n}(\cdot ; q), d_{j}^{n}=d_{j}^{n}(\cdot ; a$, $b ; q$ ). In view of the above cited Koornwinder's observation and (3.3), we must have

$$
\begin{equation*}
d_{i}^{n}(x ; a, b ; q)=D_{i}^{n}(x ; b, a, 0 \mid q) \quad(0 \leqslant i \leqslant n) . \tag{4.8}
\end{equation*}
$$

### 4.2.1. Recurrence relation

Corollary 4.1. We have the recurrence relation

$$
\begin{align*}
d_{i}^{n+1}(x ; a, b ; q)= & \gamma_{i}^{n} d_{i}^{n}(x ; a, b ; q)+\left(1-\gamma_{i}^{n}\right) d_{i-1}^{n}(x ; a, b ; q) \\
& +\vartheta_{i}^{n} p_{n+1}^{*}(x ; a, b \mid q) \tag{4.9}
\end{align*}
$$

where $0 \leqslant i \leqslant n+1, d_{-1}^{n}(x ; a, b ; q)=d_{n+1}^{n}(x ; a, b ; q)=0$, and

$$
\gamma_{i}^{n}:=\frac{[n-i+1]_{q}}{[n+1]_{q}}, \quad \vartheta_{i}^{n}:=h_{n+1}^{-1} \frac{\left(q^{-n-1} / b ; q\right)_{i}}{(a q ; q)_{i}},
$$

notation used being that of (4.3).
Proof. The thesis follows by Theorem 3.1, in view of (4.8) and (4.5).

### 4.2.2. Expansions

Corollary 4.2. Shifted little $q$-Jacobi polynomials have the following representation in terms of dual q-Bernstein basis:

$$
\begin{align*}
p_{i}^{*}(x ; a, b \mid q)= & C \frac{(a q ; q)_{n}}{(\sigma q ; q)_{n}}(b q)^{n} \frac{\left(b q, q^{-n} ; q\right)_{i}}{\left(a q, \sigma q^{n+1} ; q\right)_{i}}\left(a q^{n+1}\right)^{i} \\
& \times \sum_{k=0}^{n}\left(-\sigma q^{n}\right)^{-k} q^{\binom{k}{2}}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{(b q ; q)_{k}}{\left(a^{-1} q^{-n} ; q\right)_{k}} \\
& \times R_{k}(\mu(i) ; b, a, n \mid q) d_{n-k}^{n}(x ; a, b ; q), \tag{4.10}
\end{align*}
$$

where $\mu(i):=q^{-i}+\sigma q^{i}, 0 \leqslant i \leqslant n$. Dual $q$-Bernstein basis polynomials have the following representation in terms of shifted little $q$-Jacobi polynomial basis:

$$
\begin{align*}
d_{j}^{n}(x ; a, b ; q)= & C^{-1} \sum_{k=0}^{n}(-1)^{k} q^{-\binom{k+1}{2}} \frac{\left(1-\sigma q^{2 k}\right)}{(1-\sigma) \sigma^{k}} \frac{(\sigma ; q)_{k}}{(q ; q)_{k}} \\
& \times Q_{k}\left(q^{j-n} ; b, a, n \mid q\right) p_{k}^{*}(x ; a, b \mid q), \tag{4.11}
\end{align*}
$$

where $0 \leqslant j \leqslant n$.
Proof. The result follows by reversing the roles of $a$ and $b$ in (3.17), (3.18), letting $\omega \uparrow 0$ and then using (4.5) and (4.8).

Remark 4.3. Alternatively, we can obtain the above corollary using Lemma 2.1, (4.6), (4.7), and (3.19).

Theorem 3.4 implies the following results.

Corollary 4.4. The following formulas hold for $j=0,1, \ldots, n$ :

$$
\begin{align*}
d_{j}^{n}(x ; a, b ; q)= & A_{n} \frac{\left(q^{-n} / b ; q\right)_{j}}{(a q ; q)_{j}} \\
& \times \sum_{k=0}^{j}\left(a q^{j+1}\right)^{k} \frac{\left(q^{-j} ; q\right)_{k}}{\left(a q^{2} ; q\right)_{k}} p_{n-k}^{*}\left(x ; a q^{k+1}, b \mid q\right) ;  \tag{4.12}\\
d_{n-j}^{n}(x ; a, b ; q)= & B_{n}\left(\sigma q^{n}\right)^{j} \frac{\left(q^{-n} / a ; q\right)_{j}}{(b q ; q)_{j}} \\
& \times \sum_{k=0}^{j} q^{k} \frac{\left(q^{-j} ; q\right)_{k}}{\left(q^{-n} / a ; q\right)_{k}} p_{n-k}^{*}\left(q^{k+1} x ; a, b q^{k+1} \mid q\right), \tag{4.13}
\end{align*}
$$

where

$$
\begin{equation*}
A_{n}:=\frac{\left(a q^{2}, \sigma q ; q\right)_{n}}{C(a q)^{n}(q, b q ; q)_{n}}, \quad B_{n}:=q^{-\binom{n+1}{2}} \frac{(\sigma q ; q)_{n}}{C(-\sigma)^{n}(q ; q)_{n}} . \tag{4.14}
\end{equation*}
$$

Proof. Eqs. (4.12) and (4.13) follow by letting $\omega \uparrow 0$ in (3.21) and (3.22), respectively, and using (4.5) and (4.8).

In particular, (4.12), (4.13) imply the formulas

$$
d_{0}^{n}(x ; a, b ; q)=A_{n} p_{n}^{*}(x ; a q, b \mid q) ; \quad d_{n}^{n}(x ; a, b ; q)=B_{n} p_{n}^{*}(q x ; a, b q \mid q)
$$

where $A_{n}$ and $B_{n}$ are given in (4.14).

### 4.2.3. An identity

Corollary 4.5. The following identity holds:

$$
\begin{equation*}
\sum_{i=0}^{n} b_{i}^{n}(x ; q) d_{i}^{n}(t ; a, b ; q)=L_{n} \frac{p_{n+1}^{*}(x) p_{n}^{*}(t)-p_{n+1}^{*}(t) p_{n}^{*}(x)}{x-t} \tag{4.15}
\end{equation*}
$$

where $p_{k}^{*}(x)=p_{k}^{*}(x ; a, b \mid q)$, and

$$
L_{n}:=\frac{b q(a q ; q)_{n+1}(\sigma q ; q)_{n}}{C a^{n}\left(\sigma q^{2 n+1}-1\right)(q, b q ; q)_{n}}
$$

Proof. The result follows by letting $\omega \uparrow 0$ in (3.31), and using (3.3), (4.5) and (4.8).

## 5. Dual Bernstein basis

### 5.1. Bernstein basis polynomials

Classical Bernstein polynomial basis of degree $n(n \in \mathbb{N})$ is given by (see, e.g., [3, p. 66])

$$
B_{i}^{n}(x):=\binom{n}{i} x^{i}(1-x)^{n-i} \quad(0 \leqslant i \leqslant n) .
$$

Recall that

$$
R_{k}^{(\alpha, \beta)}(x):=\frac{(\alpha+1)_{k}}{k!}{ }_{2} F_{1}\left(\begin{array}{c|c}
-k, k+\alpha+\beta+1 & 1-x  \tag{5.1}\\
\alpha+1 & 1-x
\end{array}\right)
$$

are the shifted Jacobi polynomials (see, e.g., [17, p. 280, Eq. (46)]). For $\alpha>-1$ and $\beta>-1$, polynomials (5.1) are orthogonal with respect to the scalar product [17, p. 273]

$$
\langle f, g\rangle_{J}:=\int_{0}^{1} f(x) g(x)(1-x)^{\alpha} x^{\beta} \mathrm{d} x
$$

more specifically,

$$
\begin{equation*}
\left\langle R_{k}^{(\alpha, \beta)}, R_{l}^{(\alpha, \beta)}\right\rangle_{J}=K \frac{(\alpha+1)_{k}(\beta+1)_{k}}{k!(2 k / \sigma+1)(\sigma)_{k}} \delta_{k l} \tag{5.2}
\end{equation*}
$$

where

$$
K:=\frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\sigma+1)}, \quad \sigma:=\alpha+\beta+1
$$

It can be shown that the orthogonality relation (4.2) reduces to (5.2) when $q \uparrow 1$, and we have [13, § 5.12]

$$
\begin{equation*}
\lim _{q \uparrow 1} p_{k}\left(x ; q^{\beta}, q^{\alpha} \mid q\right)=(-1)^{k} \frac{k!}{(\beta+1)_{k}} R_{k}^{(\alpha, \beta)}(x) . \tag{5.3}
\end{equation*}
$$

Recall that the Hahn polynomials are defined by [13, § 1.5]

$$
Q_{k}(x ; \alpha, \beta, N):={ }_{3} F_{2}\left(\begin{array}{c|c}
-k, k+\alpha+\beta+1,-x & 1 \\
\alpha+1,-N & 1
\end{array}\right),
$$

while the dual Hahn polynomials are given by [13, § 1.6]

$$
R_{k}(\lambda(x) ; \gamma, \delta, N):={ }_{3} F_{2}\left(\begin{array}{c|c}
-k,-x, x+\gamma+\delta+1 & 1 \\
\gamma+1,-N & 1
\end{array}\right),
$$

where $0 \leqslant k \leqslant N, N \in \mathbb{N}$, and $\lambda(x):=x(x+\gamma+\delta+1)$. Bernstein polynomials have the following representation in terms of shifted Jacobi polynomial basis:

$$
\begin{align*}
B_{i}^{n}(x)= & \binom{n}{i}(\alpha+1)_{n-i}(\beta+1)_{i} \\
& \times \sum_{j=0}^{n} \frac{(2 j+\sigma)(-n)_{j}}{(\alpha+1)_{j}(j+\sigma)_{n+1}} Q_{j}(i ; \beta, \alpha, n) R_{j}^{(\alpha, \beta)}(x), \tag{5.4}
\end{align*}
$$

where $0 \leqslant i \leqslant n$. This result follows from a formula given in [21], using [1, Corollary 3.3.5]. Conversely, shifted Jacobi polynomials have the following representation in terms of Bernstein basis [4]:

$$
\begin{equation*}
R_{i}^{(\alpha, \beta)}(x)=\frac{(\alpha+1)_{i}}{i!} \sum_{j=0}^{n} R_{n-j}(\lambda(i) ; \alpha, \beta, n) B_{j}^{n}(x) \tag{5.5}
\end{equation*}
$$

where $\lambda(i):=i(i+\sigma), 0 \leqslant i \leqslant n$.

### 5.2. Dual Bernstein basis polynomials

Dual Bernstein basis polynomials of degree n,

$$
D_{i}^{n}(x ; \alpha, \beta) \quad(i=0,1, \ldots, n)
$$

are defined so that $\left\langle D_{i}^{n}, B_{j}^{n}\right\rangle_{J}=\delta_{i j}(i, j=0,1, \ldots, n)$, where $D_{i}^{n}=D_{i}^{n}(\cdot ; \alpha, \beta)$. In view of (3.1) and (3.3), and the observation preceding (5.3), we have

$$
\begin{equation*}
D_{i}^{n}(x ; \alpha, \beta)=\lim _{q \uparrow 1} d_{i}^{n}\left(x ; q^{\beta}, q^{\alpha} ; q\right) \quad(0 \leqslant i \leqslant n) . \tag{5.6}
\end{equation*}
$$

### 5.2.1. Recurrence relation

Limiting form of the recurrence relation (4.9) is given in the next theorem.
Theorem 5.1. We have

$$
\begin{equation*}
D_{i}^{n+1}(x ; \alpha, \beta)=\left(1-\frac{i}{n+1}\right) D_{i}^{n}(x ; \alpha, \beta)+\frac{i}{n+1} D_{i-1}^{n}(x ; \alpha, \beta)+\vartheta_{i}^{n} R_{n+1}^{(\alpha, \beta)}(x) \tag{5.7}
\end{equation*}
$$

where $0 \leqslant i \leqslant n+1, D_{-1}^{n}(x ; \alpha, \beta)=D_{n+1}^{n}(x ; \alpha, \beta)=0$, and

$$
\vartheta_{i}^{n}:=K^{-1}(-1)^{n+1-i} \frac{(2 n+\sigma+2)(\sigma+1)_{n}}{(\beta+1)_{i}(\alpha+1)_{n+1-i}} .
$$

Notice that for the special case $\alpha=\beta=0$ Eq. (5.7) reduces to a result obtained by Ciesielski [5].

### 5.2.2. Expansions

Theorem 5.2. Shifted Jacobi polynomials have the following representation in terms of dual Bernstein basis:

$$
\begin{align*}
R_{i}^{(\alpha, \beta)}(x)= & K\binom{n}{i} \frac{(\alpha+1)_{i}}{(\sigma+1)_{n+i}} \\
& \times \sum_{k=0}^{n}\binom{n}{k}(\alpha+1)_{k}(\beta+1)_{n-k} R_{k}(\lambda(i) ; \alpha, \beta, n) D_{n-k}^{n}(x ; \alpha, \beta) \tag{5.8}
\end{align*}
$$

where $\lambda(i):=i(i+\sigma), 0 \leqslant i \leqslant n$. Dual Bernstein polynomials have the following representation in terms of the shifted Jacobi polynomial basis:

$$
\begin{equation*}
D_{i}^{n}(x ; \alpha, \beta)=K^{-1} \sum_{k=0}^{n}(-1)^{k} \frac{(2 k / \sigma+1)(\sigma)_{k}}{(\alpha+1)_{k}} Q_{k}(i ; \beta, \alpha, n) R_{k}^{(\alpha, \beta)}(x), \tag{5.9}
\end{equation*}
$$

where $0 \leqslant i \leqslant n$.
Proof. Set $a=q^{\beta}, b=q^{\alpha}$ in (4.10) and (4.11), respectively, let $q \uparrow 1$ and use (5.3), (3.1),

$$
\lim _{q \uparrow 1} Q_{m}\left(q^{-x} ; q^{A}, q^{B}, N \mid q\right)=Q_{m}(x ; A, B, N)
$$

(see, e.g., [13, (5.6.1)]), and (5.6).

Corollary 5.3. We have

$$
D_{i}^{n}(x ; \alpha, \beta)=D_{n-i}^{n}(1-x ; \beta, \alpha) \quad(i=0,1, \ldots, n)
$$

Proof. The result follows from (5.9) by using symmetry properties of shifted Jacobi and Hahn polynomials,

$$
\begin{aligned}
& R_{k}^{(\alpha, \beta)}(x)=(-1)^{k} R_{k}^{(\beta, \alpha)}(1-x) \\
& (\gamma+1)_{k} Q_{k}(x ; \gamma, \delta, N)=(-1)^{k}(\delta+1)_{k} Q_{k}(N-x ; \delta, \gamma, N)
\end{aligned}
$$

See, e.g., [1, p. 117], and [12].
Corollary 4.4 implies the following alternative formulas for the dual Bernstein polynomials.
Corollary 5.4. The following formulas hold for $i=0,1, \ldots, n$ :

$$
\begin{align*}
& D_{i}^{n}(x ; \alpha, \beta)=\frac{(-1)^{n-i}(\sigma+1)_{n}}{K(\alpha+1)_{n-i}(\beta+1)_{i}} \sum_{k=0}^{i} \frac{(-i)_{k}}{(-n)_{k}} R_{n-k}^{(\alpha, \beta+k+1)}(x),  \tag{5.10}\\
& D_{n-i}^{n}(x ; \alpha, \beta)=\frac{(-1)^{i}(\sigma+1)_{n}}{K(\alpha+1)_{i}(\beta+1)_{n-i}} \sum_{k=0}^{i}(-1)^{k} \frac{(-i)_{k}}{(-n)_{k}} R_{n-k}^{(\alpha+k+1, \beta)}(x) . \tag{5.11}
\end{align*}
$$

Notice that the coefficients of the linear combinations in (5.10) and (5.11) do not depend on $\alpha$ and $\beta$.

Proof. To obtain (5.10), set $a=q^{\beta}, b=q^{\alpha}$ in (4.12), let $q \uparrow 1$, then use (5.3), (3.1) and (5.6). Formula (5.11) follows from (5.10) by using Corollary 5.3.

In particular, we have

$$
\begin{aligned}
& D_{0}^{n}(x ; \alpha, \beta)=\frac{(-1)^{n}(\sigma+1)_{n}}{K(\alpha+1)_{n}} R_{n}^{(\alpha, \beta+1)}(x), \\
& D_{1}^{n}(x ; \alpha, \beta)=\frac{(-1)^{n-1}(\sigma+1)_{n}}{K(\alpha+1)_{n-1}(\beta+1)}\left[R_{n}^{(\alpha, \beta+1)}(x)+\frac{1}{n} R_{n-1}^{(\alpha, \beta+2)}(x)\right], \\
& D_{n-1}^{n}(x ; \alpha, \beta)=\frac{(\sigma+1)_{n}}{K(\alpha+1)(\beta+1)_{n-1}}\left[\frac{1}{n} R_{n-1}^{(\alpha+2, \beta)}(x)-R_{n}^{(\alpha+1, \beta)}(x)\right], \\
& D_{n}^{n}(x ; \alpha, \beta)=\frac{(\sigma+1)_{n}}{K(\beta+1)_{n}} R_{n}^{(\alpha+1, \beta)}(x) .
\end{aligned}
$$

### 5.2.3. An identity

As a limiting form of the identity (4.15) with $a=q^{\beta}, b=q^{\alpha}$ when $q \uparrow 1$, we obtain the following.

Corollary 5.5. The following identity holds:

$$
\sum_{i=0}^{n} B_{i}^{n}(x) D_{i}^{n}(t ; \alpha, \beta)=L_{n} \frac{R_{n+1}^{(\alpha, \beta)}(x) R_{n}^{(\alpha, \beta)}(t)-R_{n+1}^{(\alpha, \beta)}(t) R_{n}^{(\alpha, \beta)}(x)}{x-t}
$$

where

$$
L_{n}:=\frac{(n+1)!(\sigma+1)_{n}}{K(2 n+\sigma+1)(\alpha+1, \beta+1)_{n}} .
$$

## 6. Applications

In computer-aided geometric design it is often necessary to find for a given function $f$ the polynomial $w_{n}$ of degree $n$ that minimizes the error

$$
\begin{equation*}
d^{2}:=\left\langle f-w_{n}, f-w_{n}\right\rangle \tag{6.1}
\end{equation*}
$$

(see, e.g., $[7,8,15]$ ). Obviously, the solution can be given in the form

$$
\begin{equation*}
w_{n}(x)=\sum_{k=0}^{n} a_{k} P_{k}(x) \tag{6.2}
\end{equation*}
$$

where $a_{k}:=\left\langle f, P_{k}\right\rangle /\left\langle P_{k}, P_{k}\right\rangle(k=0,1, \ldots, n)$, and $P_{k}$ 's are orthogonal with respect to the given inner product. Note that the coefficients $a_{k}$ do not depend on $n$. However, the preferred output representation should be compatible with CAGD conventions, e.g., the Bernstein-Bézier form. Furthermore, usually the degree $n$ of the polynomial $w_{n}$ is not known a priori. Instead, the degree is successively increased until the approximation error (6.1) diminishes below the prescribed value.

### 6.1. Conversion of the orthogonal polynomial form to the Bézier form

In this section, we discuss this topic in the most general context of Section 3. In the sequel, $P_{k}(x)$ denotes the $\operatorname{big} q$-Jacobi polynomial $P_{k}(x ; a, b, \omega / q ; q)(k \geqslant 0)$. Let $w_{n}$ be a polynomial given by the formula (6.2), the coefficients $a_{k}$ being known. According to (2.5), (3.11) and (3.19), the coefficients $c_{j}^{n}$ in the generalized Bézier representation of $w_{n}$,

$$
\begin{equation*}
w_{n}(x)=\sum_{j=0}^{n} c_{j}^{n} B_{j}^{n}(x ; \omega \mid q) \tag{6.3}
\end{equation*}
$$

can be given by the formula:

$$
c_{j}^{n}=T_{n}\left(q^{j-n}\right) \quad(j=0,1, \ldots, n),
$$

where $T_{n}$ is the following polynomial in $q^{-x}$ :

$$
T_{n}\left(q^{-x}\right):=\sum_{i=0}^{n} a_{i} Q_{i}\left(q^{-x} ; a, b, n \mid q\right)
$$

Notice that the values of $c_{0}^{n}, c_{1}^{n}, \ldots, c_{n}^{n}$ may be efficiently computed by using the Clenshaw's algorithm for evaluating a linear combination of orthogonal polynomials (see, e.g., [25, § 10.2.1]).

### 6.2. Recursive construction of the Bézier form for the least-squares approximation polynomials

Now, consider the problem of converting the polynomial

$$
w_{n+1}(x)=\sum_{k=0}^{n+1} a_{k} P_{k}(x)=w_{n}(x)+a_{n+1} P_{n+1}(x)
$$

to the generalized Bézier form

$$
w_{n+1}(x)=\sum_{j=0}^{n+1} c_{j}^{n+1} B_{j}^{n+1}(x ; \omega \mid q),
$$

under the assumption that the Bézier coefficients $c_{i}^{n}$ of the polynomial $w_{n}(x)$ are known (cf. (6.3)). Observing that

$$
c_{i}^{n}=\left\langle f, D_{i}^{n}(\cdot ; a, b, \omega \mid q)\right\rangle_{b q J} \quad(i=0,1, \ldots, n),
$$

and using recurrence relation (3.13), we obtain the formula

$$
c_{i}^{n+1}=\gamma_{i}^{n} c_{i}^{n}+\left(1-\gamma_{i-1}^{n}\right) c_{i-1}^{n}+\vartheta_{i}^{n} h_{n+1} a_{n+1} \quad(0 \leqslant i \leqslant n+1),
$$

where $c_{-1}^{n}=c_{n+1}^{n}=0$; the notation used is that of (3.6), (3.14), and (3.15).
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